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Definitions

Tokenization

I Input: I can’t do it. Not again!

I Output: [I][can][’t][do][it][.][Not][again][!]

Sentence segmentation

I Input: I can’t do it. Not again!

I Output: [I can’t do it.][Not again !]

TSS

I Input: I can’t do it. Not again!

I Output: <[I][can][’t][do][it][.]><[Not][again][!]>
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Motivation: Why bother? Isn’t it solved?
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Solutions: Existing

I Punkt (Kiss and Strunk, 2006)
unsupervised: lexicons, rules, regex, etc.;

I Elephant (Evang et al., 2013)
supervised: hand-crafted features.
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Solutions: IOB-labeling and tagging
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Solutions: Deep learning – General NN
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Solutions: Deep learning – (bi)LSTM
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Setup

I Char embedding size: 35;

I Window size: 9;

I # hidden states: 100;

I Training time, epochs: 300;

I Evaluation: P/R/F + error rate.
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Data set
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Results
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Comparative evaluation
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Conclusions and Future Work

I Models for joint TSS were build;

I No lexicons, rules, feature extraction – only data;

I In the future:

I More data;
I More training/tuning.
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